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Abstract

Software is a key part of today’s increasingly ctersafety

This paper is structured as follows. Section 2 wises
sufficiency of existing techniques for analysingngmex
software. Section 3 describes the DDVA method. iSect
describes the application of DDVA in practice withndustry
on an active development that identified a poténtia

systems. There are many techniques that are aleaitab vulnerability of a design decision. Section 5 pdms the

identify system hazards and hazardous software vizmira
An identified gap in these techniques is the anslyaf
decisions performed during design and developntettdan
potentially increase the risk to safety of the egstdue to
vulnerabilities introduced by the chosen solutidn. this

conclusion and discusses future work.

2 Assessment of Existing Software Analysis
Techniques

paper we propose a method to record and justifygdesTo supplement the authors’ own experiences of aivady

decisions, identify the vulnerabilities of eachigasdecision
and recommend further targeted analysis and miiigato
control those vulnerabilities.

1 Introduction

Safety critical and safety related software systeans
becoming ever more complex. An example of thidhesdivil
aircraft industry where better architectural desigltows

complex software systems, we applied a number of
techniques to several publically reported incidemtsd
accidents attributed to software [1]. In most cabespublic
formal accident reports, written by the relevanpaipted
accident boards, were used as the source datéhdocdse
studies because the investigators had access toritjieal
design information, data and engineers. These éntsddand
accidents included complex systems such as Ariaridas

Polar Lander (MPL), Hatch Nuclear Power Plant, Bgei

development of a core product using a set of genefiz7.200 and a Patriot Missile Defence System. Thustm

functional components that can be used for sewarataft

commonly used analysis techniques including Funefio

types. Approaches such as Integrated Modular Ae®nirgjjyre Analysis, Fault Tree Analysis, Event Trepalysis

(IMA) and Fault Detection and Isolation (FDI) soétve also

and HAZOP were chosen. These were applied to askess

improve aircraft availability that enables operattr continue they would have been able to identify, during syste

flying the aircraft with a number of faults untihg next

development, the hazardous behaviour that restitethe

scheduled maintenance service. Such approachesvlowg,safe events.

add layers of complexity to what are already comglgstems
that are difficult to understand and analyse wihfidence.

In this paper we first consider the sufficiency @irrent

The loss of Ariane 5 was attributed to a defechwalignment
function software that is used to measure horizorekcity
[2]. A decision had been made to re-use this soévieom

commonly used hazard analysis techniques in idengf Ariane 4 in Ariane 5. The performance of the twdikes
software systems. Based upon these findings weepre® |aunch are however different. The greater horiZoveéocity
new additional method, Design Decision Vulnerapilityajye experienced due to the increased performahaeiane

Analysis (DDVA). DDVA is a systematic method to oed

5 caused a software exception within the re-usetttion

and justify design decisions based upon an assessihéhe timately resulting in catastrophic loss of théote.

vulnerabilities they introduce into software,
identification of further requirements and addiabmanalysis
that may need to be performed. DDVA is not a repeent
for existing hazard analysis techniques, neitheit ia full
solution to the problem of analysing complex systebut it
is a method that fills an identified gap with ebigt

andhe t

The most plausible reason for the loss of the MPis \a
premature shutdown of descent engines during thdirlg
phase onto the surface of Mars [3]. There were many
conflicting requirements imposed on the develop#rghe
software functions used during the landing phasethef

techniques. It is also a method that can be useds$ess mission that led to decisions based on comproniisese
where analysis using existing well proven technifjoan be gecisions increased the vulnerability of the systém

best targeted based upon design decisions and Msysigemature shut-down of the descent engines dugdoenus

vulnerabilities.

touch-down indications from the deployment of theding
legs from the stowed position at an un-survivalticude.



The shutdown of the Hatch Nuclear Power Plant,oaigjn
demonstrating correct fail-safe behaviour, was gpensive
error [4]. It was due to the decision to connedbusiness
computer network to the primary control system with
obvious assessment of the potential impact. Theevability
of the power plant to unnecessary shut-down duertors
with a non-safety related system was increasegemnen.

An in-flight upset on a Boeing 777-200 was causgdHe
failure of the FDI system to correctly re-configule set of
accelerometers to use after a second sensor fgd8lrdhe
first failure of an accelerometer had occurred fowars
previously and this sensor was correctly isolategart of the
fault masking design, but following the failure afsecond
accelerometer the re-configuration allowed the ionesly
failed accelerometer back into the sensor chaire Ghthe
causes was the failure of the FDI system to readstnsor
health status following a power off/on cycle. Tlalefd re-
introduced sensor, along with a second latent swéverror
that allowed the sensor input to be used withowgqadte
validation checking, caused disengagement of the-pilot
and simultaneous and conflicting over speed limid stall
alerts to the crew. The decision to use such & faakking
tactic made the system vulnerable to latent erribret
triggered hazardous behaviour.

The failure of the Patriot system to track, idgntdénd
intercept the Scud missile that hit a US Army beksakilling
28 soldiers and injuring 98 was due to a softwaoblem in

identified and assessed and the results recordés: T
assessment of each vulnerability may identify thather
controls or mitigation are needed. These new requents
are recorded. It may not be possible to immediaidntify
new requirements or mitigations because furthemikbet
analysis is required. Such additional analysis khaiso be
recorded as an action for a further activity. Thipat of the
DDVA process is a living log or table of design idéans that
record the iterative identification of vulnerabés, their
analysis and derivation of requirements, mitigagi@nd or
actions. The output of the process is a table Lz the
following columns:

Design decision: A design decision is an informed choice
made from an analysis of available solutions thatequired
to enable system design to progress to the nexfe std
development.

The process of requirements analysis and hazangsias
likely to identify conflicting requirements and e have to
be resolved before moving onto the architecturasigie
phase. Decisions to select the tactics and desidgperps to
use will be required at the architectural desigaggh Only
when this is complete can the detailed design pssgwhere
further lower level decisions will be required inding choice
of software language, operating system and softwasgn
methodology. This method is not generally intenttedecord
the decisions made at the implementation level imxghere
will be too many of these performed on a daily gakiring

the Weapon Control Computer [6]. The method used picoduction of the code that would make the recaygirocess

measure time caused inaccuracies in the targekiigac too onerous.

function that increased over time since the systeas last
reset. The system was originally “mobile” that viggjuently
reset or power cycled and was very effective. Téegion to
make it a static “permanent” form of protection ftits

installation increased the length of time that $lystem was
likely to be operational between power cycles stiedt the
error became large enough that Scud missiles wetenger
identified and were not intercepted.

Our case studies concluded that current technicares
adequate for hazard analysis of complex systenfeudh
there is some room for improvement. The main geptifled

However if such decisions do have
vulnerabilities that could impact previous analysis a
general policy decision is required to ensure &tascy with
the handling of, for instance, divide by zero cdiodis or
software exceptions or errors, then these shoulgdmded.

Jugtification of design decision: The rationale behind the
design decision. This should be a summary and doeseed
to list the options that were assessed beforeitta design
decision was made. In a safety case it is suclifipadions
that should be challenged, therefore this has todmsidered
when providing the rationale. A reference to thepats of
other methods used should be provided if apprapriat

by the case studies was that design decisions ate n
adequately recorded or justified and the impact akdilnerabilitiess The design decision may increase the
vulnerabilities that they may introduce that canusea vulnerability of the system to threats or hazafidse decision
hazardous behaviour, are often not analysed. Th&lent may also impact and reduce the effectiveness dfations
reports studied often cited the lack of analysisd afmdentified by previous analysis. In assessing paen
justification of design decisions as a cause thaoime cases vulnerabilities the impact of the design decisian gystem
directly contributed to the incident or accidentitiCal design function, data flow, concepts of execution, useaeasources,
decisions had been taken, but there was no recordhyp timing, performance, architectural modularity, parhing,
those decisions were taken or if the vulnerabditiwere compatibility and re-use should all be considerddhe
considered. vulnerabilities are therefore not necessarily falmodes or
failure conditions but may be a side effect of thesign
3 The Design Decision Vulnerability Analysis decision. The vulnerabilities are a potential teigépr further
hazard analysis. Every vulnerability for the desdgtision

Method should be listed and assessed.

DDVA provides a method to record and justify design
decisions. For each design decision the vulnetasiliare



Additional requirement(s) or justification if none: For each
vulnerability all additional requirements or mittgms that
can reduce its risk should be identified. Assumpishould
also be included. The principles of As Low As Resduy
Practicable (ALARP) should be considered. It isgilde that
there are no practicable mitigations for the idedi
vulnerability. This should be stated here and fiesti
Justification may mean an action to assess anyeased
residual risk to the system.

It may not be possible to complete this until aiddial
analysis and further design decisions have bedorpgzd.

Actions: This column is used to identify further activétier
analysis that may be required including the veaiftun of
assumptions identified. Actions may include
recommendation
techniques to parts of the system or to review apdate
previously performed analysis.

The tabular output of the method, described absheuld
record all design decisions made during the lifeleyof a

power cycling or equipment updates could causesa tof
sensor serviceability status, a cause of the Bodélii@
incident. Table 1 also provides an example of holNVB
can be used to record new requirements to contralitigate
the vulnerabilities and also the recording of awiathat
identify further analysis that should be performdtose
actions should be managed to closure before thégrdes
decision can be ratified. Closure of actions carrdmrded
within the table by reference to the action acfivitutput
evidence.

Ariane 5 had development cost and schedule pressmctso
the re-use of software from a previous system wdesign
decision. Table 2 is the initial analysis of vulmgiities of the
decision to use the alignment function from Ariase It

thdemonstrates that in the early stages of developriten
to perform specific hazard analysisethod can be used to identify potential vulneradd of a

specific decision and to recommend actions for hiemt
analysis. The additional requirements and mitigetiare still
to be defined in this example and, after completiérthe
actions, these can be identified and the justificafor the
design decision improved. An outcome of this desigaision

product. The table or log would grow as developmemtay be that the amount of analysis required, pitent

progressed. Like a hazard log it can be updatesugirout
the life-cycle of the product
understandable to all stakeholders. Following thBVvB

process would ensure the history and reasoningntethie
design decisions and mitigating requirements wauwtl be
lost. Re-use of software that has been subject BVD
enables the vulnerabilities to be assessed pritineio re-use
because the rationale can be challenged by thibuaéts of
the new system. It can therefore be used as ewdarnzafety
arguments that the re-use of components has bedysad. It
provides the story of how the design was derived waiil

answer many questions raised towards the end objegd
such as “why was it done that way?”.

4 Practical Examples of using DDVA

This section provides examples of the use of théhoaketo
analyse design decisions that would have been nextjdior

additional mitigations impacting other existing arew

and should also bsoftware that interface to the alignment functiow dack of

credible service history may need more effort thaiting a
new alignment function.

These two examples of using DDVA are based on case
studies of reported incidents and accidents whegecauses
were known and well reported. We recognised tha th
DDVA should also be evaluated on a current develgino
ensure that it adds value in practice.

The system used for this evaluation is a FlightgPam
function for an Unmanned Air Vehicle (UAV) that was
development during the evaluation of DDVA and isvnio-
service. The Flight Program function compares theent
position of the UAV against that required by a Hiigplan,
defined by a set of way-points, and determines ectitre
commands for the flight surfaces via actuatorsnsuee that

the Boeing 777 and Ariane 5 case studies and aiahc the vehicle follows the flight plan. The Flight Bram is
example from current aircraft development. The méthexecuted by a Real Time Operating System (RTOS)awia

would have been equally useful in analysing theiges infrastructure

decision to connect a business system to the pyi@mtrol
system of the Hatch Nuclear Power Plant, the Radsistem
for its chosen method of measuring of time and ghaim

layer. This layer provides
between the Flight Program and the hardware.

indeperme

The RTOS includes a Board Support Package (BSR) tha

operational requirement and to analyse the usegbénsors poots-up the processor, starts the drivers anasy&tatures

known to produce erroneous touch-down indicationstte
MPL.

The design decision relevant to the Boeing 777diei was
how to manage and record a failed sensor or conmpdne

and starts the real time scheduler. However fors thi
application the Flight Program requires a Transioiss
Control Protocol/Internet Protocol (TCP/IP) inteda to
enable it to communicate with other aircraft systeran
interface not provided by the certified RTOS chosén

potentially a long period of time until a scheduledesign decision was to use a certified versionhef RTOS,
maintenance activity. An example of using DDVA &xord that has the advantage of providing a deterministituced
and analyse the vulnerabilities of this design sleai is subset of the standard version, but required théiad of the
provided in Table 1. This example demonstrates thaterface for TCP/IP provided by drivers from tharslard

concentrating on a specific design decision alldvester version of the RTOS. The effect of this is that B®P needs
assessment of the vulnerabilities of that decisinrthis case modification to start the TCP/IP drivers on stgpt-u



A previous system level design decision for theraNdlight
control system is that it shall be deterministi@ achieve
this, a requirement was defined that in the evémacticular
failures that cause software exceptions to be daide
processor shall be reset. Justification for thisthat an
exception is likely to be due to bad data and etresll re-

DDVA does not add complexity to the safety prodessause
the recording of design decisions is already aireqent of
most standards and is required evidence in saBetgsc The
method is an enabler of concentrating the mindhefanalyst
and integrating design decisions with safety anglys
providing a safety case compliant method of recuydihe

start the Flight Program with fresh data. During tieset a
reversionary function running on a different prames with
much reduced functionality than the Flight Prograakes
over control until the Flight Program has re-strtd& his
requires a quick start-up time so that the vehisldn a
reversionary mode for a short period of time. THePB as
supplied, takes longer than the quick start-up theguired
and therefore needed further performance improvésnan
addition to the requirement to enable the TCP/IPeds.

decisions, linking those decisions to analysis aalye
performed and identifying where further analysisaguired.
Complex systems cannot be fully analysed but DD4A be
be used as an aid to better target further analysis

DDVA requires no specialist tools other than staddBC
Microsoft Word or Excel type tools. The guidancetbe use
of the method does not require any specific trgjrior those
with an awareness of hazard analysis techniqueis ot
dependent on specific system design, architecturdsgzard
analysis techniques but should be used in additiothose
existing techniques.

Table 3 demonstrates the use of DDVA in evaluating
design decision to modify the BSP to include thePlE
drivers and reduce boot-up time. One of the vulniéties of
this decision, shown in Table 3, is that too muchild be DDVA is considered to be suitable for other disicips, not
removed from the BSP in achieving the target bgotime just software, and at all stages of system devedopnit is
leading to a loss of vital initialisation activitin this case the also considered to have potential for use in ottmr-safety
original BSP requirements were poorly defined aheé trelated development such as security.
requirement to reset memory was missed.

DDVA is a new method and future work will includeaptice
The three examples demonstrate the use of DDVAderao of its use at Thales UK for future projects.
identify vulnerabilities that are not just failumeodes. Most
design decisions are sensible and technically sadodever Acknowledgements
such decisions can introduce vulnerabilities. Tia&eholders
need to know the risk that is being taken due teigie The authors acknowledge the support provided byeBhaK

decisions, many of which will be a compromise bemwé¢he
available solutions. The use of the method chadélenthe
design decision and therefore improves the finhitem and
ultimately the safety argument.

in reversing or changing the original design decisiThe
DDVA method resolves the gap identified by the csiselies

following evaluation of the existing hazard anadysi

techniques.

5 Conclusions and Future Work

The conclusion of the case studies identified thatincidents
were all due to the consequences of design desisimating
new hazards or undermining previous safety analgsid
reducing the effectiveness of previous identifiedigation.
In many cases design decisions made during developra

change in system functionality or operation, weret n
the

analysed for their potential impact to increase
vulnerability of the system to hazards. This papes

presented DDVA as a method to record design detssio

justify those decisions, to identify the vulneréteb and to
recommend further mitigation and/or hazard analysis

The paper demonstrates the use of DDVA on examples[6]

reported incidents and accidents and a practicamele
performed during the development of a new aircraft.

DDVA, by identifgin
vulnerabilities rather than only failure modes, neagn result [1]

and the University of York.
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Design Decision

Justification of
Design Decision

Vulnerabilities

Additional
Requirement or
Justification if None.

Actions

Sensors could exhibit
erroneous or erratic
failure conditions.
Therefore when a
sensor is detected as
having failed it should
be latched as failed
and not used for the
navigation solution
until a maintenance
activity resolves the
failure.

Latching a sensor a
‘out of service’
ensures that
erroneous or erratic
failure behaviour of
sensors are not use
in the navigation
solution to generate
erroneous or erratic

sErroneous or erratic
common mode failure
that causes two or more
sensor to fail will latch
multiple sensors as ‘out

dof service’ and fail the
Air Data Inertial
Reference Unit
(ADIRU).

No further functional
mitigation considered
practicable.

Assumption: Redundant
ADIRUs that cannot
exhibit common mode
failure.

Perform common
mode failure analysis
for sensors.

Verify assumption.

flight commands.
Such erroneous
behaviour could be
due to the changing
environment that an

ADIRU fails to read
‘out of service’ sensor
data.

The ‘out of service’

sensor data shall be read maintainer to reset the
sensor ‘out of service]

by the ADIRU following
a reset or power up.

A facility for the

status is required.

D

aircraft flies through
and re-using a
sensor with known
erroneous or erratic
behaviour is
considered to
unnecessarily
increase risk of
hazardous flight
control.

Vulnerabilities are

The ‘out of service’

sensor data is corrupted.

The ‘out of service’
sensor data shall be
protected by checksum.

On reading the ‘out of
service’ data the
checksum calculated
from the data shall be
compared to the stored
checksum and if they do
not match the ADIRU
shall be failed.

mitigated by
ensuring that the
‘out of service’ data
previously stored is
checked for

Maintainer incorrectly
resets ‘out of service’
status of failed sensor.

No further functional
mitigation considered
practicable.

Ensure that the
maintainer process fo
diagnosing and
resolving sensor
failure is adequate.

[

corruption before
use. Further
mitigation is
provided by
processes followed
by the maintainer
for resolution of
sensor failures and
software updates.

Software or hardware
updates within ADIRU
could cause ‘out of
service’ data to be lost.

Update of software shall
not overwrite or corrupt
‘out of service’ sensor
data.

Software shall be
backward compatible
with respect to recorded
data on the ADIRU.

Assumption: ADIRU
software can be updated

while installed in aircraft.

System level design
decision required to
confirm assumption.

Table 1 — Example of using the DDVA method as phthe Boeing 777 case study.



Design Decision

Justification of
Design Decision

Vulnerabilities

Additional
Requirement or
Justification if None.

Actions

Re-use alignmen
function from
Ariane 4.

I Ariane 4 alignment
function has good
pedigree, service
history and is a cos|
effective solution
for Ariane 5.

Ariane 5 has differen
behaviour including
trajectory and

t performance. The
alignment function
may have
incompatible data
types and units.

The alignment function
shall adhere to the Arian
5 interfaces and
parameter value ranges,
precision, data type and
units.

Compare the interfaces and
erequired data ranges and unit
between Ariane 4 and 5.

Perform HAZOP for all data
relating to the alignment
function within the context of
Ariane 5.

Ariane 5 has differen
alignment procedure
therefore scheduling
of function may
require changing.

The alignment function
shall not execute post
launch.

Compare the alignment
procedures between Ariane 4
and 5.

Re-used software no
compatible with
target platform.

The alignment function
shall be rebuild using the
target platform
environment including
operating system and
compiler.

Compare target platforms
between Ariane 4 and 5
including operating system
and software compilers and
versions of those items to
ensure compatibility or
identify updates required.

Service history and
pedigree are only
relevant to Ariane 4
and due to
differences with
Ariane 5 may not
provide adequate re-
use safety argument

in safety case.

The re-used alignment

function shall be reverse
engineered to the Ariane
5 development processe

The safety case is required tg
- validate any claims of service
history and pedigree by
sidentifying the differences in
execution environment
between Ariane 4 and 5 to

assess if argument is credible.

Table 2 — Example of using the DDVA method as phthe Ariane 5 case study.

Design Decision

Justification of
Design Decision

Vulnerabilities

Additional
Requirement or
Justification if None.

Actions

The BSP provided
with Operating
System requires
modification to
enable the TCP/IP
driver and to reduce
boot-up time.

Boot-up is requ

< 10 seconds.
TCP/IP drivers

start-up.
Modification of

than creating a
BSP.

to be completed in

require enabling on

BSP is lower risk

ired| Too much is

resulting in loss of

are required and
the
deterministic
initialisation of
resources and
drivers.

new

removed from BSP

initialisation, loss of
RTOS features that

incomplete or non-

The BSP shall:
Initialize the processo
Initialize the bus
Initialize the interrupt
controller

Initialize the clock
Initialize the Random

settings

Reset RAM

Enable TCP/IP driver
Enable bus driver
Enable timer driver
Enable serial driver
Enable non-volatile
RAM driver

from flash

Access Memory (RAM)

Configure the segments
Load and run bootloader

Perform analysis of what ig
the minimum required
initialisation by the BSP.
Use Functional Failure
Analysis (FFA) for
omission of function and
HAZOP for loss or
incorrect data flow.

r

Table 3 — Example of using the DDVA method as pathe UAV Flight Program case study.
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